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Stochastic Algorithm for Search an
Optimal Trajectory of an Automatic
Manipulator

Fedossova A.V. * Santoyo J.S. §

Abstract

Is presented the stochastic outer approximations algorithm for robot
trajectory planning. Initially, it is had an automatic manipulator of three
degrees of freedom. The proposed problem consists of finding total
optimal time of displacements which must adjust to the trajectory using
cubic splines constrained by the speed, acceleration and jerk. It's a
problem of optimization subject to an infinite set of constraints. In order
to solve we used the stochastic outer approximations algorithm.

Keywords: outer approximations methods, semi-infinite programming.

1 Problem Definition

We considered a robot arm (manipulator) of j degrees of freedom 61, 62
and 6j (j links). Each link has a length and mass associated. Since the
robot position varies with time we can define a robot trajectory as a
parametric curve:

BT ) = (B (T ). 82(T), (TN, T = [ 0.1y ]

where / is the number of degrees of freedom and 7; is the total travel

time. Let”.” indicate the derivative with respect to the time fand "' ”
the one with respect to 7.

We formulated the optimization problem of optimal trajectory follows
[8]. Suppose that we know n points in the trajectory of the manipulator.
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vector points (nodes) which passes the trajectory of automatic
manipulator. The proposed problem consists of finding total optimal
time of displacements which must adjust to the trajectory using cubic
splines constrained by the speed, acceleration and jerk. We get ¢, <t¢, <
...<t,asequence at time where ¢, this is the time where the robot is in the
position [01 (7)), 62 (T), ..., 6j (T})]. Natural constraints applied to the
parametric curve are:

i=1

i} 0 il I 0o
”” ey :F rl
%Hh f:;—iu"!l 1)

Ared,=t,—t,d,=t,—t,...,d,, =t —t_ the displacement times. Is Q;

cubic spline for the link i the robotic arm that approximates to 0,(t) in [t,
t.].

> M+l

Problem can then be formulated as SIP:
n-1
min z d;
j-=1
subject to i(};l’l[tﬂ < Cit
|Q(0)] < Cia
1 ¢
|Qi_1“i| < Cea

£ =1vual

where C,,C;, and C,, are the bounds for the velocity, acceleration and

jerk, respectively, on joint 7.
Weintroduce ¢t = (1), T & [0.1].

and is g Iy =+ (T)=0 Te|0,1].
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So the problem is reformulated as
r(0) =0

r(1) is minimum
r(T)>0 Te[0,1]
|6 | < Caa
| 9: | < Cia

|9‘: | i: G‘i,3 i= 1:"'7'!

d l':: i b1 l:E' i b1
a oy =46 (1) =10
Where C,,,C,, and C,; are the bounds for the velocity, acceleration and
jerk, respectively, on joint 7, and

(08 iy 1[.JF-H

is the parametric curve.
We get T = rL(t), te| 0.t .
dl | | |
Then, — — — .
di dr P gl
dl
By the chain rule we get,
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Rewriting the constraints of previous model we have:

(=10 65 (T)] = (=1)-Cyy.

it (-1)
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105 (1) = -1
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And
(—1) | H], |f|| = (=1 (Ij.S
(S 7) L
— | 5 (T = —1,
Cya (¥ 12
Where we obtain
S e oo g P | .’,r*'lr';!r‘l‘l2 — gl T.g"(T)
Ty =38 (T) —= A - e
l (1P t'J (T 5.(J (1. o) | UJJ' ). 20 .
s (T -
Where
ped 0,1 LT e[0,1]
And

j—1,2.3.
Problem can then be rewrite as SIP:
. 1
min
v e B OQ(TJGTT- (1)
subject to g(7T) > 0
|85y | < Chia

10; (T)] < Cje
| 6; (T) < C;
j=1,2,3
WT €] 0,1 ],

Where C,,,C,, and C;; are the bounds for the velocity, acceleration and

jerk, respectively, on joint i. The end conditions velocity equal to zero,
that means

(= 1.
and eventually also acceleration equal to zero.
ti—1 ),

are satisfied for i
Tecl|o0T]

We consider with more detail the problem (1).
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Mathematical model use B-Spline function in target function, then, it
lets bring a curve given by some nodes which should generate the
trajectory. A B-Spline is a linear combination of blending functions. A B-
Spline can be represented by:

n
By (1) Z 'f.'ii-jg?.._k.:_['i ¥
i=1

Approximating function g(7) in:

1
Fia) /. (1) T,
J0

the target function of problem is:
Fia) Tl .
1

n

i

cop) iy = L,

Subject to constraints:
Hi=g—¢=0
I
(—1)p (1)
H;y=1- - =10
. Cij1 g(T)
A |I|Illllli.
His - ] I w _'_l.= g T .
v 'y e ]
&' T . L' Ed a1 !
. | v Ty =T i,. ™ T : AT "
= Vs e 8 sl
where pe L 0,1 LT e[ 001 [and 53— 1,23

The proposed problem consists of finding total optimal time of
displacements which must adjust to the trajectory using cubic splines
constrained by the speed, acceleration and jerk.

2 Stochastic Quter Approximations Algorithm

We are going to use the Stochastic Outer Approximating Method to
solve the problem for robot trajectory planning. This approach can be
considered as a developed Eaves-Zangwill method applying the multi-
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start technique at each iteration for the search of relevant constraints
parameters [1][2][3].

This method consists of replacing the original SIP problem (1) with the
sequence of the approximating problems, where each one depends the
finite set of constraints-

1
f}l::ff'n.] min f[;?_?) :L g(Tn)dT.

reR™

subject to g(1T) =0

l6;1 < Cja
|85 ] < Cie
1651 < Cya
j=1.2.3

VT e[ 0.1].

We denote M (T) and M, (T) as the set of all compact subsets and the set
of all finite subsets of o
I [0, 1]

Respectively. For the optimal criterion we choose the quasi-optimality
function = -0 - 7
N Y s X7 Me(T) —= Hf,_
Such that for any compact
Tho T v a'eXO

is used in order, to evaluate the quality of x' as a original problem
solution. The resolution of additional problems is not needed in order to
calculate the value quasi-optimality function in contrast to other semi-
infinite programming problems ([1]). So, for our case, the quasi-
optimality function is:

(Qa.T) = max(fla) — min ffm].m:'lx_r;f.z:.f]) (2)
eex0: T =T
- €T
gl T)<0vteT

and the quasi-optimal set of the problem is:

Rt |T] = {2 € XO|Q(2,7) =0}, T € MT)
And

ﬁﬂ

gont = Raopt|T] = {7 £ X°|Q(.T) = 1}
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We used the inequality

Qz.T) < a
as a stopping criterion for solving problem.

Next, we will propose the stochastic outer approximations algorithm
used as the general approach for solving robot trajectory planning.

2.1 Algorithm SMETH.ACTIV.sip

Solve the problem of SIP (step 1).

Call the procedure SPROC.ACTIV.sip sending like parameter the
obtained solution

to him (step 2);

Receive from SPROC.ACTIV.sip the new ones relevant constraints
(step2).

Form the new constraints set (step 3).

Step 0. Set: n:= 1,11 == g.2t € X0
Step 1. Find 2™ - solution of problem P(T5).

Step 2. Call the procedure SPROC.ACTIV sip with parameters 2™ and Th.

To obtain ATy and
Step 3. Form the new constraints set:

: : U :
Tﬂ+1 = AIH I j:Qj >6’fﬂ ATJ

1<j<n-1

Step 4. Set n:=mn+ L. and back to Step 1.

2.2 Procedure SPROC.ACTIV.sip

Use random search of a constraint. (step 1)

Apply a local algorithm search to find the constraints that not satisfied
starting off of the random constraint. (step 1)

Verify the fulfillment of optimal criterion of algorithm. If one is not
fulfilled it returns to main program taking the relevant new constraints.
(step2,4)

If one is fulfilled we continued looking for the constraints nonfulfilled.
(step2,3)
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oInput: z€ X, T € Mg(T).

o Output: Q € RL, AT € Mg (T).

< Parameter: § > 0.

Step 0. ¢ = 1.

Step 1. Apply the algorithm of local search for solution of problem

max g(x,T)
TeTh

beginning from a random point T; in order to obtain the point T} € T so:

TF € TS, (), g(x.Ty) = g(x. TF).

Step 2. (s = maz(g(z,T7), ..., 9(z. T}))
Step 3. (Control step). If

0 <4
then 7 := i+ 1 and back to Step 1.
Step 4.
Q= Qu
AY = {T;. T}}.
Exit.

The proposed algorithm is a version of the general SMETH.ACTIV
algorithm proposed by Zavriev, Volkov in [3] with our quasi-optimality
function (2).

3 Numerical Experiments

Designing an optimization algorithm for solve a particular problem,
besides the means of achieving efficiency in terms of computing
runtime, analysis and selection of most appropriate techniques to
achieve a level of generalization allowing implement it and extend it for
solution other problems closely related.

3.1 Pc Characteristics

Processor: Intel Pentium (R) 4 CPU 2.80 Ghz.

RAM memory: 512 MB.

The algorithms that are mentioned in this document have been codified
in MATLAB 7.1. We are using the B-Spline function (function
bspline()), which allows approximate a curve given by some nodes
which should generate trajectory. This function is a AMPL library and it
was rewritten in MATLAB for use in main program to calculate its
restrictions and calculations required.



Stochastic Algorithm for Search an Optimal Trajectory of an Automatic Manipulator

3.2 Using Algorithms

Algorithm SMETH.ACTIV.sip has been used to solve a SIP problem,
minimizing the objective function with respect to decision variables
such as: B-spline coefficient used in objective function to approximate
a curve by nodes for which they must generate the trajectory. In terms
of procedure SPROC.ACTIV.sip, it was used to optimize with respect
to the variable 7.

3.3 Parameters Description

Parameters used in model are:

”n (number of coefficients)” and it must be equal to 9.

"k (degree of spline)” and it's equal to 4.

”nk (number ofknots)” it's equal to n plus , equal to 11 (nk =n + k).
”Knots (knots vector)” it's equal to the number of knots, then it's 11.
”x0 (coefficients)” is 9.

”t (blending parameter)” time of cubic spline.

”c (compute nonlinear inequalities at )’ = 19 for considered problem.
”ceq (compute nonlinear equalities atx)” =0 (not used)

”T (setofactive constraints)”.

In table 1 you can find different values to limits of derivatives O/, Q2
and Q3 used in problem (1).

Within the made tests were taken three variants that modify the
constraints of objective function (denominated within the document
as: A, B and C), these variants modify parameters like speed,
acceleration and jerk; the variants A and C have similar constraints and
obtained results reflect this similarity verifying that the stochastic
outer approximations algorithm is applied of correct way. Intables 1 - 5
are show results using the A model.

In tables 2 - 5 are some results of numerical experiments. These tables
are composed of a variable X Initial or x0 that it represents the initial
variable value used in the iteration, lterations number of Smeth
variable indicates the number of times it has used the algorithm Smeth,
Run number variable represents the experiments number, X optimal
variable is the optimal value of the variable X, F(X optimal) variable is
the value of objective function at the end of iteration. Finally each table
shows the total number of restrictions active is final amount of active
constraints of problem (1).

For escape local solutions SMETH.ACTIV.sip algorithm was used
several times after their solutions were used as initial points for the
following runs.
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These results were compared with values obtained by Ismael Vaz [4]
(F.O.=1.08289), and by Haaren-Retagne [5] (F.O.=1.08351) and we
have been noticed that we got good approximations (see F(X optimal)
in tables). This indicates that actually has been made to optimize the
trajectory of the robot arm using the stochastic outer approximations
algorithm [3].

Table 1. Limits of model's derived

Limits of derived
2 (o 3
C11|C12 | C13 | C21 | C22 | C23|(C31 | C32|C33
A 2 8 250 3 18 650 4 500 | 1000
B 1 3 100 1 3 100 1 3 100
C 2 & 25 3 18 G5 4 50 100
Each iteration of MATLARB has the following values:
Table 2. Run number 1 of MATLAB
Varinkles Vilur=
X [ndidal |#] = |0 s01EAY  DEHEROO] 0 TTTORTE AL TEER
U ARMTAR G AN (L TOIETE LD DS R
leratimns nuenbar of Smuilh 4
Huie muinibaer i
X aptinml %] = [UARESATZN  IGIEMERIG  LLAOTIRGE. GDT3sEE R0
AU ARRTS LU O O 0 AT |
F1 W optiond | = 1 hiEndGE
Tural of Active Coust caiits [T

Table 3. Iteration number 2 of MATLAB

Variabhs Weilue=
W indtial [l = FSTOHID BUTIRT2 UATUSAT LGORIAT
(UYL R o e TV et S TR L TS T, S W g M
Terations mnnbar of Smeth 1
Hun Mumbenr 2
X optimal [ — LOEIT20 OUDIE OTMATL D350 (101 as
L R Ty NN W b F VT T R AW TR R TR TRS Frr ST
F X optiomal | Fav = | IS
“Talal ul Active Constrnints 552

Table 4. Iteration number 3 of MATLAB

Varlahlvs i Values
X imitial | I I S e P v e I i R T
| USSEMMESS, 0 7InsmEL  DASTURITE OTITiLil|
Teratioms wianber of Suwih | i
Fun mumibser ] [
W optinml ol o JRTNREETEN  IOOGREEE OTTTE ROADT DA REG
LA T2 UM dR ] RTINS
1 Neptimal) o 1 OISR
Tetnl of Active Constraints R
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Table 5. Iteration number 4 of MATLAB

Varinhls 1 Yalores

X diannansl ol = ILEESD U] LSRG  ueduEe T
i JUsERa T U RRATITIE T RNT S E TR

licrations mumber of Smeth i

Huon Mok |

Kl"”i'““l el iIIIHlIIT'_:". LOIOOEDLEN. iRl T GOnlER L] s

(TRUT R U St R T REE S S 0 R R AR LU R R L]
10N optinnal F= 1IN NH

Tutal wl Active Conslrniiis i

4 Conclusions

One of the main profits has been use of concepts of semi-infinite
programming and especially the stochastic algorithm for solving of
problems related with robotics.

Results obtained with stochastic outer approximating method by
means of the computing tool prototype based on MATLAB, are
appropriate for primary target of the research. Despite it is
recommended for later studies, to use exactly initial and end points of
trajectory in order to consider more appropriately, level of obtained
improvement, since these comparisons were made starting off of itself
model of trajectory and having like primary target minimize
manipulator's time of route.

The use of MATLAB like programming tool, optimization, calculation
and interface, facilitates the development remarkably and solution of
mathematical problems of high complexity, since habitual
development platforms such as C++, Java, among others, require of
programming of mathematical tools that MATLAB already has
implemented in his toolboxes, which allows to save effort of
programming and lines of code.

Recent research opens the doors for development this thematic one in
the future, based mainly in solution generalization to problem created,
in search an optimal trajectory for different types from robots, in
addition to its physical implementation in a real robot, where it is
necessary to consider a sizing of all the mechanical parameters and
control, applied in a specific solution within an objective function.
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